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Abstract

Objectives: Accuracy of estradiol measurements is important but conventional proficiency 

testing (PT) cannot assess accuracy when possibly non-commutable samples are used and 

method peer-group means are the targets. Accuracy-based assessment of estradiol measurements is 

needed.

Design and Methods: Five serum samples were prepared from single donors, frozen, 

and distributed overnight to 76 New York State Department of Health (NYSDOH)-certified 

laboratories. Participants analyzed samples for estradiol. The biases of group means were assessed 

against the Centers for Disease Control and Prevention (CDC)-defined targets, evaluated using the 

Hormone Standardization Program (HoSt) E2 performance criterion of ±12.5 %. Each laboratory’s 

performance was evaluated using total allowable error (acceptance limits) of target ±25 % or 

±15 pg/mL (55 pmol/L) (whichever was greater, NYSDOH), target ±30 % (Clinical Laboratory 

Improvement Amendments [CLIA]), and target ±26 % (minimal limit based on biological 

variation [BV]).

Results: The biases (range) were 34 % (−17 % to 175 %), 40 % (−33 % to 386 %), 16 % 

(−45 % to 193 %), 5 % (−27 % to 117 %), and 4% (−31 % to 21 %), for samples at estradiol 

of 24.1, 28.4, 61.7, 94.1, and 127 pg/mL, or 89, 104, 227, 345, and 466 pmol/L, respectively. 

Large positive method/analytical systematic biases were revealed for 9 commonly used method/

analytical systems in the United States at low estradiol concentrations. Of the 9 analytical systems, 

0, 0, 3, 7 and 6 met the HoSt criterion for the samples with estradiol at the five respective 

concentrations. PT evaluation showed that 59 %, 69 % and 87 % of laboratories would receive a 
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PT event passing (satisfactory) score when the CDC-defined target and a criterion of NYSDOH, 

CLIA or BV was used, respectively. However, >95 % laboratories would obtain PT passing score 

if method peer-group means were used as targets regardless of the criterion used.

Conclusions: Improvement in accuracy of estradiol measurements is needed, particularly at 

low estradiol concentrations. Accuracy-based PT provides unambiguous information about the 

accuracy of methods/analytical systems.
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1. Introduction and Objectives

Estrogens are responsible for the development of the secondary female sex characteristics 

and play an important role in female reproductive processes. Estradiol measurements have a 

wide range of clinical utilities, e.g., diagnosis of fertility disorders, gynecomastia in males, 

estrogen-producing ovarian and testicular tumors, disorders of sex steroid metabolism, 

monitoring low-dose female hormone replacement therapy in postmenopausal women, and 

antiestrogen therapy [1,2]. To meet those clinical needs, accurate measurement of estradiol 

in patient care at all clinically relevant concentrations is needed; however, information on 

measurement accuracy is limited. Furthermore, accurate measurement provides information 

that can be used to improve quality of manufacturers’ products, to assess the effectiveness 

of manufacturer standardization, and to advance current evaluations performed as part of 

activities related to meeting regulatory requirements.

Although proficiency testing (PT) is an effective tool in monitoring quality performance of 

clinical laboratories and analytical systems, it has limitations [3]. Conventional PT often 

uses non-commutable samples or modified samples whose commutability is unknown, and 

therefore only evaluates participants’ results using method peer-group mean values as targets 

[4]. Therefore, due to presumed existence of matrix effects, conventional PT can only assess 

whether a laboratory’s analysis can meet acceptance limits relative to its peers using the 

same method. Miller et al. [4] demonstrated that by using commutable materials and a bona 
fide reference method, it is possible to differentiate calibration bias from artifactual “matrix 

bias”. However, as it is commonly performed, conventional PT typically cannot differentiate 

between calibration bias and matrix bias; therefore, it cannot assess whether the results 

obtained are sufficiently accurate to meet clinical needs [5]. In contrast, accuracy-based 

PT uses authentic, unaltered samples and target values determined by a reference method 

measurement procedure. Thus, it can assess the proficiency of a laboratory analysis using an 

analytical system as intended: the accuracy, and reliability of measurement results obtained 

with the instrument in the context of clinical needs. Because, for many reasons, accuracy-

based PT is relatively expensive to perform, it has seen somewhat limited use by external 

quality assessment programs. New economical approaches using commutable samples are 

needed.

In 2022, the US Centers for Medicare & Medicaid Services (CMS) finalized changes to 

the Clinical Laboratory Improvement Amendments of 1988 (CLIA) regulations for PT, 
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including an acceptance limit of ± 30 % for scoring estradiol PT results [6]. A more 

stringent evaluation criterion, of target ± 25 % or 15 pg/mL (55 pmol/L) whichever is 

greater, was being used by the New York State Department of Health (NYSDOH) PT 

program at the time this study was done. This is consistent with the estimated “minimal” 

analytical performance (total error) (26 %) based upon measurements of biological variation 

(BV) for estradiol [7,8] and using an approach similar to that used by Miller et al. [4]. 

For assessing accuracy of a method or analytical system, the Centers for Disease Control 

and Prevention (CDC) Hormone Standardization Program for estradiol (CDC HoSt E2) uses 

performance criteria derived from epidemiological studies [9] of ± 12.5 % bias for samples 

with estradiol of >20 pg/mL (73 pmol/L), and ±2.5 pg/mL (9 pmol/L) absolute bias for 

estradiol <20 pg/mL (73 pmol/L); in this study all specimens exceeded the 20 pg/mL (73 

pmol/L) threshold concentration.

Objectives of this study were to assess accuracy of measurement procedures for total 

estradiol using an accuracy-based PT and to explore the effect of different possible 

acceptance limits using either the CDC-defined target or method peer-group mean.

2. Design and methods

Five serum samples, prepared from apparently healthy single donors (2 male and 3 

female) according to the procedure described in the Clinical Laboratory Standards Institute 

document C37A [10], were obtained from Solomon Park Research Laboratories and the 

sample collection process was approved by their institutional review board. These human 

serum specimens were screened and found negative for hepatitis B, hepatitis C and human 

immunodeficiency virus. They were aliquoted to 1.0 mL fractions in 2.0 mL cryogenic vials 

(Corning Inc.) and stored at −80 °C until use within one year after collection. This study 

(not including sample collection process) was approved by the institutional review board of 

NYSDOH. The portion of the study conducted by the CDC laboratory was determined not to 

constitute engagement in human subject research.

The serum specimens were distributed overnight, frozen on ice, to 76 NYSDOH-certified 

clinical laboratories. The laboratories were instructed to either store the specimens at 0–8 °C 

upon receipt or freeze the samples if the analysis could not be carried out within 24 h of 

receipt. Estradiol has been shown to be stable in serum at these conditions [11]. Participant 

laboratories were asked to (a) handle the serum samples in the same manner as patient 

samples for clinical testing, (b) analyze samples for total estradiol with their respective test 

methods (as shown in Fig. 2 and Tables 1 and 2), and (c) report results within 2 weeks of 

receipt. The CDC HoSt E2 Program established target values using its isotope dilution liquid 

chromatography tandem mass spectrometry (LC-MS/MS) reference measurement procedure 

[12].

We calculated the biases of participant laboratories’ results against the CDC-defined target 

values, expressed as percent difference of each laboratory’s results from the target values 

(Fig. 2). We grouped the results according to instrument/method. We then calculated 

the method/instrument peer-group means after excluding outliers, and the biases between 

the peer-group means against the CDC-defined target value (Table 2). We performed 
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PT evaluation on all individual participant laboratories using the former NYSDOH PT 

program’s acceptance limit of target ±25 % or target ±15 pg/mL (55 pmol/L) (whichever 

was greater), the CLIA criterion of target ±30 % [6], and the criterion of target ±26 % 

based on the “minimal” requirement for allowable total error derived from the estimated 

BV for estradiol [7,8], respectively. The ±26 % “minimal” total error (TE) specification 

was obtained using the equation: TE < 1.65 × 0.75 CVW + 0.375 (CVW
2 + CVG

2 )1/2, with the most 

current median estimates of within-subject BV (CVW = 15.0) and between-subject BV 

(CVG = 13.0) provided by the European Federation of Clinical Chemistry and Laboratory 

Medicine website for estradiol [8]. Statistical analyses were carried out using Microsoft 365 

Excel programs. We used the method of Dixon [13] as modified by Reed et al. [14] to 

identify outliers.

3. Results

The CDC-defined target values were 24.1 pg/mL (89 pmol/L) (Sample I), 28.4 pg/mL (104 

pmol/L) (Sample II), 61.7 pg/mL (227 pmol/L) (Sample III), 94.1 pg/mL (345 pmol/L) 

(Sample IV), and 127 pg/mL (466 pmol/L) (Sample V). The 76 participant laboratories 

analyzed the five samples using 14 analytical systems. The mean, range of reported values, 

and coefficient of variation calculated with all reported results were 32 pg/mL (118 pmol/L) 

(20–66 pg/mL or 73–242 pmol/L, 28 %) for Sample I, 40 pg/mL (147 pmol/L) (19–138 

pg/mL or 70–507 pmol/L, 36 %) for Sample II, 72 pg/mL (264 pmol/L) (34–181 pg/mL or 

125–665 pmol/L, 53 %) for Sample III, 99 pg/mL (363 pmol/L) (69–204 pg/mL or 253–749 

pmol/L, 17 %) for Sample IV, and 122 pg/mL (448 pmol/L) (88–154 pg/mL or 323–565 

pmol/L, 14 %) for Sample V. The mean bias (range) from all reported results against the 

CDC-defined target values for Samples I, II, II, IV and V was 34 % (−17 % to 175 %), 40 % 

(−33 % to 386 %), 16 % (−45 % to 193 %), 5 % (−27 % to 117 %), and 4% (−31 % to 21 

%), respectively (Fig. 1).

Of the 14 methods/analytical systems, 9 had ≥ 4 users accounting for 64 participant 

laboratories. Their method peer-group mean, median and range are shown in Table 1. 

Individual results for method groups of fewer than 4 participants are also listed. Of the 320 

results reported from the 64 participant laboratories, 10 results from 4 laboratories of four 

different method groups were identified as outliers, therefore, they were excluded from the 

analysis for the method group mean (standard deviation), median, result range in the Table 1 

and the method mean biases in the Table 2; however, these results were otherwise included 

in the rest of the analysis. Of 6 laboratories using Siemens Dimension Vista method, 5 

reported < 20 pg/mL (73 pmol/L) and 1 reported 21 pg/mL (77 pmol/L) for Sample I, 

therefore only one data point is shown in Fig. 2 for that sample.

The peer-group means of Beckman Coulter and Roche systems had high positive biases 

at the low estradiol concentrations, observed in Samples I - III; a mixture of both slightly 

positive and obviously negative biases was seen in Sample IV; and slightly negative biases 

were seen for sample V at the highest concentration (Table 2). The peer-group means of 

Siemens systems had positive biases at all estradiol concentrations, while the Dimension 

showed biases within a range of −19.2 % and 14.1 % for samples II – V. (Fig. 2, Table 2). 

Assessment of biases for the 9 method/analytical systems that had more than 3 participants, 
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using the CDC HoSt criterion showed that all 9 analytical systems exceeded the criterion for 

Samples I and II, while 3, 7 and 6 of the 9 analytical systems met the criterion for Sample 

III, IV and V, respectively (Table 2).

The evaluations of individual laboratory performance were first done using the respective 

CDC-defined target, but with the 3 different acceptance limits. The evaluation results are 

summarized in Table 3 (middle section for each sample). Laboratories’ results falling 

within the acceptance limits according to each of the three evaluation criteria for ≥4 out 

of 5 samples received a satisfactory PT event score (right side of Table 3) according to 

the CLIA’88 criterion for scoring PT events [15]. The percentage of laboratories with 

satisfactory performance for the PT event are summarized in Table 3 along with an average 

of actual PT event scores for each instrument/method peer group, as evaluated with the 

three different criteria. The evaluations were recalculated using each instrument/method 

peer-group mean as the target, and the 3 different acceptance limits as shown in Table 4.

4. Discussion

The results showed that the magnitudes of biases were both concentration- and method-

dependent. Upon examining all results, regardless of method peer groups, we observed a 

general trend toward positively-biased results at low estradiol concentrations, which declined 

as concentration increased up to about 100 pg/mL (367 pmol/L) (Fig. 1). To compare 

performances by method groups, we analyzed biases of each analytical method or peer 

group with users ≥4. We observed that all method groups produced highly biased results 

at low estradiol concentrations, i.e., Sample I and II, exceeding the CDC HoSt criterion, 

while Siemens Dimension Vista was not applicable for Sample I because five users reported 

results of <20 pg/mL (73 pmol/L) (Fig. 2, Table 2). Three method-group users (Siemens 

Immulite series, ADVIA Centaur, and Abbott Architect) had nearly half of their results 

beyond the NYSDOH acceptance limit at low estradiol concentrations for Sample II. This 

was consistent with an earlier report that 14 of 17 estradiol methods exceeded the suggested 

maximum allowable bias of ±12.5 % [9]. All the immunoassays showed this bias with 

decreasing estradiol concentrations, suggesting that compounds other than estradiol might 

contribute to the measurement result, such as estradiol analogs and metabolites as has been 

previously reported [16,17].

We observed a wide range of results reported by the participant laboratories on the same 

sample. In some cases, the highest values were about 7 times higher than the lowest 

value (Sample II). Overall, high variability was observed at low estradiol concentrations 

which may be due to differences in: (1) calibration of the assays, (2) differences in 

assay selectivity, which is more pronounced at low concentrations, and (3) differences 

in instrument operation or reliability. Such variability could lead to different clinical 

interpretations in patient care. Our study revealed that analytical performance of some 

existing methods cannot meet the clinical needs for testing low estradiol concentrations 

that may occur with various clinical conditions associated with post-menopausal women, 

breast cancer patients treated with aromatase inhibitors, men, and pre-pubertal/pubertal 

children [2,17]. A European Menopause and Andropause Society position statement uses an 

estradiol threshold of 50 pmol/L (13.6 pg/mL) to diagnose premature ovarian failure [18]. 
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In our study, for Sample I with a target value of 24.1 pg/mL (89 pmol/L), the reported 

results ranged from 20 to 66 pg/mL (73 to 242 pmol/L), and these could result in clinical 

misinterpretation. A similar observation was also reported in a study by Vesper et al. [9], 

which revealed not only the immunoassays’ inaccuracy, but also a high inter-laboratory 

result variability at low estradiol concentrations. These immunoassays therefore could 

not guarantee consistent and reliable measurement results towards diagnosis of premature 

ovarian failure and other medical conditions seen in various subgroups of patient populations 

as mentioned above and elsewhere.

Of the 76 participant laboratories, two used laboratory-developed LC-MS/MS methods and 

results for Sample II showed about a two-fold difference, (19 vs 39 pg/mL or 70 vs 143 

pmol/L), and both high positive and negative biases (−33.1 % and 37 %) relative to the CDC 

reference method, indicating that this technology can be subject to inaccuracy. It is common 

practice in a PT evaluation that if the number of participants in a method peer-group is 

low, then their scores are ungradable because the target value cannot be reliably defined. 

However, it is exactly these laboratories, in this case those using “laboratory-developed 

tests,” that can most benefit from participating in proficiency testing if results could be 

evaluated. They could be evaluated if commutable samples were used because peer grouping 

would not be required.

The results of our PT evaluation performed for the participant laboratories certified by 

NYSDOH and CLIA showed that the majority of laboratories were able to meet the 

requirements set by NYSDOH, CLIA, and according to BV, but only at high estradiol 

concentrations. A PT evaluation criterion comprised of a combination of percentage and an 

absolute value was workable in this case, especially for PT samples containing low estradiol 

concentrations. Like the NYSDOH PT program, for many analytes PT program providers 

include more tolerant limits at lower concentrations by switching the criterion from a 

percentage to an absolute value or whichever be greater. The use of combination limits 

is sometimes necessary based upon the analytical performance that modern analyzers can 

achieve at low concentrations, but this was found to be unnecessary during pilot testing for 

the revised CLIA PT regulations. For some analytes this is reasonable because accuracy at 

very low concentrations may be clinically less important and when clinical interpretation is 

not affected. For estradiol it is important to be accurate at lower concentrations, as otherwise 

clinically-relevant decisions may be misguided.

Although peer grouping to score results is a common practice and the necessity of this 

practice has been demonstrated [19,20], for practicality and cost, peer grouping to set targets 

is commonly performed without first establishing noncommutability of PT materials as 

CLIA regulations intended. Comparison of the average event scores and the percentage of 

laboratories that would pass the PT event, i.e., achieve a satisfactory score, using a single 

target as shown in Table 3, versus using the peer-group target (Table 4) illustrates the extent 

to which scores are affected by this practice. Comparing data at the right-hand side of the 

Tables illustrate the substantial additional tolerance that peer grouping introduces. Without 

peer grouping to set the target, the overall PT scores using NYSDOH, CLIA, and BV criteria 

were 86 %, 79 % and 75 %, respectively; whereas with peer grouping to set the target, the 
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respective values were 96 %, 94 % and 92 %. The pattern for laboratories with passing PT 

event scores was similar; nearly all laboratories achieved passing scores with peer grouping.

Ideally, PT assesses the accuracy of both the analytical system and the ability of the 

laboratory operation for accurate analyses, both of which can affect analytical accuracy, 

and ultimately patient care. PT should not be unnecessarily punitive, but rather, serve as 

an effective tool for assuring that participant laboratories achieve minimally acceptable 

accuracy to support clinical needs. Ideally, it should also provide evidence to document 

improvements in accuracy over time. Unfortunately, in the modern practice of PT there 

is lack of a reference method-defined target value and PT materials are presumed, rather 

than proven, to be noncommutable, thus the de facto practice is to use peer-group means 

as targets. Effective detection of inadequate analytical performance requires comparison 

to a single definitive target defined using a reference procedure as done in this study. 

Traditional PT that relies on peer grouping to set the targets cannot contribute to method 

standardization, nor to providing information to users on a method’s quality performance. 

Furthermore, to be successful in detecting problems in a particular portion of the analytical 

measurable range, a PT challenge set should cover the dynamic range of most method 

systems [4].

In parallel with conventional PT, we suggest that accuracy-based assessment, similar to 

our approach, might become a routine practice for clinically important analytes for which 

reference methodology is available. This could be similar to the method used by Miller et al. 
[4] but would only need a small, representative fraction of all laboratories in the PT program 

to participate voluntarily to estimate accuracy of the peer group. Such an approach need 

not be burdensome and would not be intended to identify poorly performing laboratories. 

Using a small, but statistically valid number of participants to represent each method peer 

group, it should be possible to estimate the peer-group mean and thereby identify methods 

with systematic problems. This approach conducted yearly or biennially, for example, and 

intentionally designed to eventually cover the dynamic range of most methods, could detect 

potentially inaccurate methods. This would be similar to the HoSt program’s emphasis 

on using volunteers for assessing and improving the accuracy of method peer groups, 

but it would be based on the analytical performance of individual end-user laboratories 

for detecting systematic post-marketing problems. With more reference methods being 

developed and available, this could eventually be applied to most analytes.

5. Limitations

Our findings were limited to one event of five samples, so we cannot make conclusions 

about accuracy over time. A relatively small number of laboratories participated, but these 

are representative of the available estradiol assays in use. We were not able to test the five 

samples for possible endogenous or exogenous steroids or drugs that could have interfered 

with some assays.
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6. Conclusions

In summary, we showed that at high (>60 pg/mL or >220 pmol/L) estradiol concentrations 

a majority of laboratories were able to meet minimal requirements for accuracy based 

upon BV. However, we concluded that the immunoassay measurements for estradiol are 

inaccurate at low concentrations. Applying desirable or optimal criteria would result in 

more misses and a different overall assessment. Our results are consistent with reports 

of inaccuracy and variability in estradiol measurements, which could impact patient care, 

particularly for samples with low concentrations [16,20,21]. Efforts to standardize estradiol 

measurements were made over two decades ago by multiple institutions [2,20,22–24]. 

This snapshot assessment of the accuracy of estradiol measurements would benefit by 

following up with similar accuracy-based assessments to determine whether these efforts 

are continuing to increase accuracy. Only accuracy-based PT, like the approach we 

describe here, can assess absolute accuracy. Future efforts would be best focused on lower 

concentrations, where improvements are most needed.

Abbreviations:

BV biological variation

CDC US Centers for Disease Control and Prevention

CDC HoSt E2 CDC Hormone Standardization Program for estradiol

CLIA Clinical Laboratory Improvement Amendments

LC-MS/MS liquid chromatography-tandem mass spectrometry

NYSDOH New York State Department of Health

PT proficiency testing
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Fig. 1. 
Distributions of result biases (% on X-axis) without method peer grouping are shown for the 

five samples by their corresponding target concentrations as a percentage bias from the CDC 

target (1 pg/mL = 3.671 pmol/L). The dotted lines indicate bias limits of ± 25 %.
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Fig. 2. 
Distributions of results biases (% on X-axis) with method peer grouping of users > 4. 

Along the Y-axis are the seven method systems and their corresponding concentrations as a 

percentage bias from the CDC target for each sample. The dotted lines indicate the allowable 

limits according to the past NYSDOH PT criterion of target ± 25% (Samples III – V). A 

target ± 15 pg/mL (55 pmol/L) was used for Sample I (± 62%) and Sample II (± 53%).
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